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Abstract 
In this article, an inventory model for non-instantaneous deteriorating item with two components 

demand and linear time holding cost under trade credit has been developed. The demand rate is 

assumed to be time dependent quadratic before deterioration sets in after which it is considered as 

constant. Optimal cycle length and order quantity are determined so as to minimise total variable 

cost. The necessary and sufficient conditions for the existence and uniqueness of the optimal solutions 

are provided. Numerical examples are given to demonstrate the application of the model. Finally, 

sensitivity analysis of some model parameters on the decision variables have been carried out and the 

implications are discussed. In the discussions, suggestions toward minimizing the total variable cost of 

the inventory system are given. 

Keywords: Economic Order Quantity, Non- instantaneous deteriorating item, Quadratic demand, 

Linear Holding, Trade Credit Policy. 

1. Introduction 

In developing inventory models, two factors of deterioration of items and variation in the 

demand rate with time have been of growing interest to the researchers in the inventory 

modeling. Harris (1915) developed the classical Economic Order Quantity formula, in which 

the demand of items was assumed to be constant over time. But in the real life situations, 

demand rate of items is not always constant. Silver and Meal (1969) were the first to modify 

a simple classical square root formula for time-varying demand. Later, Silver and Meal 

(1973) developed a heuristic approach to determine EOQ in the general case of a time 

varying-demand pattern. Many inventory models with demand that change with respect to 

time have been developed in this direction. Some of these articles are developed by Dave and 

Patel (1981), Goswami and Chaudhuri (1991), Chang and Dye (1999), Khanra and 

Chaudhuri (2003), Ghosh and Chaudhuri (2006), Khanra et al. (2011), Sarkaret al. (2012), 

Mishra (2016), and so on. 

     The traditional EOQ models consider that the retailers should pay the purchasing cost for 

the items as soon as the items are received. In real practice, a supplier/wholesaler offers the 

retailera delay period in paying for purchasing cost, known as trade credit period. Retailer 

can accumulate revenues by selling items and by earning interests. The concept of trade 

credit was first introduced by Haley and Higgins (1973), while Goyal (1985) was the first to 

consider EOQ model under the conditions of permissible delay in payments. Some notable 

articles in this direction are those developed by Aggarwal and Jaggi (1995), Ouyang et al. 

(2006), Liao (2007), Sana and Chaudhuri (2008), Jaggi et al. (2008), Min et al. (2010), 

Babangida and Baraya (2018), and so on. 
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Most of the researches on inventory models consider holding cost to be constant. But in the 

real life situations, holding cost of any item may always be in a dynamic state. Roy (2008) 

developed an inventory model for deteriorating items with price dependent demand and time-

varying holding cost. Baraya and Sani (2011) considered an economic production quantity 

(EPQ) model for delayed  deteriorating  items  with  stock-dependent  demand  rate  and  

linear  time dependent  holding  cost. Mishra and Singh (2011), Musa and Sani (2012) and 

Dutta and Kumar (2015) consider holding cost to be time-varying in their respective models. 

In this present model, an effort has been made to extend the work of Babangida and Baraya 

(2018) by considering time varying holding cost. The analytical solution of the model is 

obtained and the solution is illustrated with the help of numerical examples. Finally, 

sensitivity analysis is carried out to show the effect of changes in some model parameters on 

decision variables. This is followed by discussions and conclusion. 
 

2. Model Description and Formulation  

This section describes the proposed model notation, assumptions and formulation. 
 

2.1 Notation and assumptions  

The inventory system is developed based on the following assumptions and notation.  
 

Notation:  

   The ordering cost per order. 

   The purchasing cost per unitper unit time ($/unit/ year). 

   The selling price per unit per unit time ($/unit/ year). 

   The interest charged in stock by the supplier per Dollar per year ($/unit/year)    
   . 

   The interest earned per Dollar per year ($/unit/year). 

M The trade credit period (in year) for settling accounts. 

  The constant deterioration rates function       . 

  The length of time in which the product exhibits no deterioration. 

  The length of the replenishment cycle time (time unit). 

   The number of items received at the beginning of the inventory system (units). 

      The inventory level before deterioration sets in. 

      The inventory level after deterioration begins. 
 

Assumptions: 
1. The replenishment rate is infinite. 

2. The lead time is zero. 

3. A single non-instantaneous deteriorating item is considered. 

4. During the fixed period,    there is no deterioration and at the end of this period, the 

inventory item deteriorates at the constant rate. 

5. There is no replacement or repair for deteriorated items. 

6. Demand rate before deterioration begins is a quadratic function of time   and is given by 

        where            . 

7. Demand rate after deterioration sets in is assumed to be constant and is given by . 

8. Holding cost      per unit time is linear time dependent and is assumed to be 

            where     and     . 
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9. During the trade credit period           the account is not settled; generated sales 

revenue is deposited in an interest bearing account. At the end of the period, the retailer 

pays off all units bought, and starts to pay the capital opportunity cost for the items in 

stock. 

10. Shortages are not allowed. 
 

2.2 Formulation of the model 

The inventory system is developed as follows.   units of items of a single product from the 

manufacturer arrive at the inventory system at the beginning of each cycle (i.e., at time   
  . During the time interval      , the inventory level      is depleting gradually due to 

market demand only and it is assumed to be a quadratic function of time  .  At time interval 

     the inventory level      is depleting due to combined effects of demand and 

deterioration and the demand rate at this time is reduced to a constant . At time     the 

inventory level depletes to zero. The behaviour of the inventory system is described in figure 

1 and 2 below. 

 
Figure 1: Inventory situation for the case       . 

 
Figure 2: Inventory situation for the case       . 

Based on the above description, the inventory level        at time         is given by 
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with boundary conditions          and         , the solution of equation (1) is as 

follows 

       ∫             

  .    
  

 
  

  

 
/                                                                                                        

where  is a constant of integration, from which we have 

Applying the condition          into equation (2), we obtain 

                                                                                                                                                          
Substitutingequation (3) intoequation (2), we obtain 
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Also applying the condition          at    into equation (4), we obtain 
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Substituting equation (5) intoequation (4), we obtain 
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During the second interval     ], the inventory level decreases due to combined effects of demand 

and deterioration and is governed by the differential equation below  
      

  
                                                                                                                       

 Equation (7) is a first order linear differential equation whose integrating factor is     and is reduces 

to 
       

     ∫          

  ∫      

  
 

 
       

where  is a constant of integration, from which we have 

       
 

 
    

                                                                                                                            

Applying the condition         at     into equation (8), we obtain 

    
 

 
    

    

   
 

 
                                                                                                                                                

Substituting equation (9) into equation (8), we obtain 
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Also applying the condition          at     into equation(10), we obtain 

   
 

 
(         )                                                                                                                        

Substituting equation (11) into equations (5) and(6) respectively, we obtain 

   
 

 
(         )  .    

  

 
  

  

 
/                                                                             

and 

      
 

 
(         )         

 

 
        

 

 
                                 

(i) The total demand during the period        is given by  

   ∫  
 

 

   

 
                                                                                                                                             
(ii) The total number of deteriorated items per cycle is given by 

         

Substituting    and    fromequations (11) and (14) respectively into  , we obtain 

   
 

 
(         )         

 

 
 

 
[                ]                                                                                                 

(iii) The deterioration cost is given by 

     [
 

 
(                )]                                                                                      

(iv) The ordering cost per order is given by    

(v) The inventory holding cost during the period [0, T] is given by 

   ∫                
 

 

 ∫                
 

 

                                                                 

Substituting equations    and     into equation(17), we obtain 

   ∫         [
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(vi) The Interest Payable 

   This is the interest charged for the inventory not being sold after the expiration of trade 

credit period which are categorised into Case 1      )and Case 2       . 
 

Case 1:         

This is the period before deterioration sets in, and payment for goods is settled with the 

capital opportunity cost rate    for the items in stock. Thus, the interest payable is given by 
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Case 2:         

This is when the end point of credit period is greater than the period with no deterioration but 

shorter than or equal to the length of period with positive inventory. The interest payable is 

        0∫        
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(vii) The interest Earned 

   It is assume that during the period when the account is not settled, the retailer sells the 

goods and continues to accumulate sales revenue and earns the interest with rate   . 

Therefore, the interest earned per cycle for two different cases are given below 

Case 1:          

In this case, the retailer can earn interest on revenue generated from the sales up to the trade 

credit period  . Although, the retailer has to settle the accounts at period , for that he has to 

arrange money at some specified rate of interest in order to get his remaining stocks financed 

for the period   to  . The interest earn is  
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Case 2:         

In this case, the retailer can earn interest on revenue generated from the sales up to the trade 

credit period  . Although, the retailer has to settle the accounts at period  , for that he has 

to arrange money at some specified rate of interest in order to get his remaining stocks 

financed for the period   to  . The interest earn is  
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(viii) The Average Total Variable Cost per Unit Time  

The average total variable cost per unit time for case 1         is given by 

      
 

 
{Ordering cost +inventory holding cost + deterioration cost + interest payable 

during the permissible delay period – interest earned during the cycle} 
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The average total variable cost per unit time for case 2        is given by 

      
 

 
{Ordering cost +inventory holding cost + deterioration cost + interest payable during the 

permissible delay period – interest earned during the cycle} 
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The Average total cost per unit time for a replenishment cycle is given by 

      {
                           

                           
                                                                                             

Since 

     , by utilizing a quadratic approximation for the exponential terms as in Babangida 

and Baraya (2018), we have 
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Similarly, 
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3. Optimal Decision 

In order to find the optimal ordering policy that minimizes the total variable cost per unit 

time, we establish the necessary and sufficient conditions. The necessary condition for the 

total variable cost per unit time       to be minimum is obtained by differentiating       

with respect   for       and equates to zero. The optimum value of   for which the 

sufficient condition 
       

      is satisfied gives a minimum for the total variable cost per 

unit time     . 

Case 1:         
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The necessary and sufficient conditions that minimize      are respectively,
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The first derivatives of the total variable cost, in (26), with respect to   is as follows. 
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Therefore,
      

  
   gives the following nonlinear equation in terms  

 
 

  
2
  

 
 *            (

  

 
  )                    +

 0     .
 

 
   

 

 
   

 

 
   

   

 
 

    

 
/

   .
 

 
   

 

 
   

 

  
   

    

 
/  

    

 
  

     .
 

 
       

 

 
             

 

  
                  

 
   

 
     

         

 
/      . 

  

 
  

  

 
  

  

 
/13

                                                                

From equation (29), let 
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Lemma 1. For      , we have 

 

(i) If       , then the solution of         (say  
 ) which satisfies equation (30) not only 

exists but also is unique. 

(ii) If       , then the solution of         which satisfies equation (30) does not exist.   

 

Proof of (i). From equation (29), we define a new function        as follows 
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Taking the first-order derivative of       with respect to        , we have 
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We obtain that       is an increasing function of   in the interval        Moreover, we have  
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Now         Therefore, by applying intermediate value theorem, there exists a unique  
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    . Hence   
  isthe unique solution of equation (30). Thus, the 

value of   (denoted by  
 ) can be found fromequation (30) and is given by 
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Proof of (ii). If       then fromequation (31), we have       . Since       is an 

increasing function of         then        for all         Thus, we cannot find a 

value of         such that       . This completes the proof. 

 

Theorem 1.When        we have 

 

(i) If         then the total variable cost      is convex and reaches its global minimum at 

the point  
       , where   

 is the point which satisfiesequation (30). 
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(ii) If         then the total variable cost      has a minimum value at the point  
   . 

 

Proof of (i). When       we see that   
 is the unique solution of (30) from Lemma l(i). 

Taking the second derivative of      with respect to   and then finding the value of the 
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We thus conclude from equation (33) and Lemma 1 that     
   is convex and   

 is the global 

minimum point of     . Hence the value of    in equation(32) is optimal. 

 

Proof of (ii). When         then we know that         for all        .Thus,
      

  
 

     

     for all          which implies       is an increasing function of T. Thus       

has a minimum value when T is minimum. Therefore,       has a minimum value at the 

point    . This completes the proof. 

 

Case 2:         

The necessary and sufficient conditions to minimize      are respectively 
      

  
   and 

       

   
   

Similarly the first derivatives of the total variable cost in equation(27) with respect to   is as 

follows. 
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Therefore, 
      

  
   gives the following nonlinear equation in   
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From equation (35), let 
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Substituting    and    intoequation (35) to obtain 

 

  

 
        

which implies 
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Let 
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Lemma 2. For      , we have 

 

(i) If      , then the solution         (say  
 ) which satisfies equation (36) not only 

exists but also is unique. 

 

(ii) If      , then the solution          which satisfiesequation (36) does not exist. 

 

Proof of (i). Fromequation (35), we define a new function        as follows: 
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The first-order derivative of       with respect to        , we have 
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We obtain that       is an increasing function of   in the interval        Moreover, we 

have  

   
   

         

and 
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We have          Therefore, by applying intermediate value theorem, there exists a 

unique    
        such that     

    . Hence   
  isthe unique solution of (36). Thus, the 

value of   (denoted by  
 ) can be found from (38) and is given by 

  
  √

   

  
                                                                                                                                            

Proof of (ii).If     , then from (37), we have       . Since       is an increasing 

function of       , we have         for all         Thus, we cannot find a value 

of         such that       . This completes the proof. 

 

Theorem 2.When         we have 

 

(i) If     , then the total variable cost      is convex and reaches its global minimum at 

the point  
       , where   

 is the point which satisfies equation (36) 

 

 (ii) If     , then the total variable cost      has a minimum value at the point  
   . 

 

Proof of (i). When      we see that   
 is the unique solution of equation (36) from Lemma 

2(i).  
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the second derivative of      with respect to   and finding the value of the function at the 

point of  
 , we obtain 
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We thus conclude from equation (39) that     
   is convex and   

 is the global minimum 

point of     . Hence the value of    in equation (38) is optimal. 
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Proof of (ii). When     , then we know that         ,for all        .Thus,
      

  
 

     

     which implies       is an increasing function of T. Thus       has a minimum 

value when T is minimum. Therefore,       has a minimum value at the point    . This 

completes the proof. 

 

Thus the EOQ corresponding to the best cycle length   will be computed as follows: 

     Total demand before deterioration set in+total demand after deterioration set in 

+total number of deteriorated items 

 

 ∫             
 

 

 ∫     
  

 

[
 

 
(          )         ] 

 

     
  

 
  

  

 

 
 

 
(          )                                                                                            

4.  Numerical Examples 

This section will provide some numerical examples to illustrate the application of models 

developed by considering the following examples. 

Example 4.1 (Case 1) 

The following parameters used in this example are adapted from Babangida and Baraya 

(2018) but adding the values for the parameter    which was not considered in their model. 

Thus, we assume the following input parameters:       /order,      /unit/year,   

   /unit/year,      /unit/year,       /unit/year,       units/year,       units, 

      units,      units,       units,          year (183days),          year 

(20days),               . We first check the condition              . 

Substituting the above values into equations           and    , we obtain as follows the 

values of the optimal cycle length  
           year (194days), the optimal average total 

cost    
             per year, and the Economic Order Quantity    

  
        units per year respectively. 

 

 Example 4.2 (Case 1) 

Consider an inventory system with the following input parameters:       /order, 

      /unit/year,      /unit/year,     /unit/year,       /unit/year,  

     units/year,       units,       units,      units,       units,          

year (80days),          year (72days),                  . We first check the 

condition             . Substituting the above values into equations           

and    , we obtain as follows the values of the optimal cycle length   
           year 

(89days), the optimal average total cost     
             per year, and the Economic 

Order Quantity    
          units per year respectively.  

 

Example 4.3 (Case 2) 
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The data are same as in Example 4.1 except that           (33days) and          

year (39days). We first check the condition              . Substituting the above 

values into  equations           and    , we obtain as follows the values of the optimal 

cycle length   
           year (67days), the optimal average total cost     

   
           per year, and the Economic Order Quantity    

          units per year 

respectively. 

 

Example 4.4 (Case 2) 

The data are same as in Example 4.2 except that          year (85 days). We first check 

the condition             . Substituting the above values into equations           

and    , we obtain as follows the values of the optimal cycle length   
           year 

(87days), the optimal average total cost     
             per year, and the Economic 

Order Quantity    
          units per year respectively. 

 

5.  Sensitivity Analysis 

The sensitivity analysis associated with different parameters is performed by changing each 

of the parameters from              ,          to      taking one parameter at 

a time and keeping the remaining parameters unchanged. The effects of these changes on the 

decision variables are discussed. 

Table 1: Percentage change in the decision variables with respect to the percentage change 

in parameters from               ,        to     for examples 4.2 & 4.4. 
Parameter   Change in 

Parameter 

  Change in    

 

  Change in         Change in        

  
    

      
      

       
        

   

                                            

          3.824                           

                                         

                                           

                                            

+                                           

                                            

                                          

                                         

                                           

                                            

+                                           

 

   
 

                                          

                                          

                                         

                                           

                                            

+                                           
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+                                              

                                             

                                          

                                         

                                           

                                            

+                                           

                                            

                                        

                                       

                                             

                                              

+                                              

 

6.    Results and Discussion 

Based on the computational results shown in Tables 1 and 2 the following managerial 

insights are obtained. 

(i) It can be seen that when the demand rate after deterioration sets in     increases, the 

optimal cycle length     and economic order quantity        decrease while total 

variable cost        increase. In this case the retailer should order less to shorten the 

cycle length. 

(ii) As the rate of deterioration      increases, the optimal cycle length     and economic 

order quantity         decrease while total variable cost        increase.Hence the 

retailer will order less quantity to avoid the items being deteriorating when the 

deterioration rate. 

(iii) As the unit purchasing cost (  ) increases, the optimal cycle length    , and the 

economic order quantity         decrease while the total variable cost        increase. 

In real market situation the higher the cost of an item, the higher the total variable cost. 

This result implies that the retailer will order a smaller quantity to enjoy the benefits of 

permissible delay in payments more frequently in the presence of an increased unit 

purchasing price and consequently shortening cycle length. 

(iv) As the unit selling price      increases, the optimal cycle length    , the economic order 

quantity         and the total variable cost        decrease. In real market situation the 

higher the selling price of an item, the lower the demand.This means that when the unit 

selling price is increasing, the retailer will order less quantity to take the benefits of the 

trade credit more frequently. 

(v) As the interest payable     increases, the optimal cycle length     and the economic 

order quantity         decrease. The total variable cost        increase when interest 

payable is high. This means that when interest payable is high the retailer should order 

less amount of inventory. 

(vi) As the interest earn      increases, the optimal cycle length    , the economic order 

quantity         and the total variable cost        decrease. This implies that when the 

interest earned is high, the optimal cycle length, the economic order quantity and the 

total variable cost are low. 
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3 Conclusion 

    In this paper, we develop an economic order quantity model for non-instantaneous 

deteriorating items with quadratic demand function of time  and linear time dependent 

holding cost under trade credit. The optimal cycle length and economic order quantity that 

minimise total variable cost are determined. Some numerical examples are presented to 

illustrate the application of the model. Sensitivity analysis is also carried out to show the 

effect of changes in system parameters on decision variables. The results show that the 

retailer can reduce total variable cost by ordering less to shorten the cycle length when 

deterioration sets in, unit purchasing price increases, unit selling price increases, interest 

charges increases and interest earn decreases respectively. 

The model developed in this paper is a generalisation of the work Babangida and Baraya 

(2018). If    , the results obtained in examples 1and 3 above correspond to that in 

Babangida and Baraya (2018). The proposed model can be extended to allow for shortages, 

variable deterioration rate, quantity discounts, inflation rates, finite time horizon and so on. 
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